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Research question
Research question

Suppose X =Y ={1,2,---n},n>2and p = (p1,p2, " ,Pn),
a=1(q1,92, " ,qn) be two discrete probability distributions on X’. First
we associate random variables X, Y in X to p and q in some way (see
the following Definition 5) respectively, second we seek a
minimum-entropy two-dimensional random vector (X,Y") in X x X with
marginals p and q (see the optimization problem (8)).

@ One strategy to solve the problem mentioned above is to calculate
the exact value of the minimum entropy H(X,Y). Since, for general
case, the corresponding optimization problem is known to be
NP-hard, people prefer to give it good estimates. Recently, F.
Cicalese etc. [5] solved the problem almost perfectly in this respect.
Actually, they obtained an efficient algorithm to find a joint
distribution with entropy exceeding the minimum at most by 1.
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Research question
Research question

@ Another strategy to study the problem is to seek the unknown
special structure of a minimum-entropy coupling (X,Y).

@ What special structure in a coupling of (X,Y) (i.e. joint probablity
distribution of X and Y) will determine the minimum entropy of the
two-demensional random system?

@ The main goal is to establish such a structure.
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Introduction and methodology
Shannon entropy

Definition 1 (Shannon entropy)

Denote by P, the set of all discrete probability distributions on
X ={1,2,--- ,n}. The Shannon entropy of X (or p) is defined by

H(X)=H(p) = — sz- log p;, (1)

where X is a discrete random variable with probability mass
P ={p1,p2, - ,Dn} € Pn, log is the base-2 logarithm.

v

Clearly, H(X) takes its minimum 0 when X is degenerated and takes its
maximum log |X'| when X is uniformly distributed. In this sense, entropy
is a measure of the uncertainty of a random element.
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Introduction and methodology
Proposition

Proposition 2 (uncertainty of univariate distribution)

Let X be a discrete random variable with probability mass
P = {p1,p2, - ,pn}, then

0< H(X) = H(p) < lun. (2)

e H(X) or H(p) takes its minimum 0 only and if only X is
degenerated, which means 3i € n such that p; = 1 (that is to say,
the most ordered structure of X determines the minimum entropy)

e H(X) or H(p) takes its maximum Inn only and if only X is
uniformly distributed with p = {1, L ... L} (that is to say, the

n’mn’

most disordered structure of X determines the maximum entropy).
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Introduction and methodology
Joint entropy

Definition 3 (Joint entropy)

Let (X,Y) be a two-dimensional discrete random vector in X x X with a
joint distribution P = {p;; : i € X, j € X}, the joint entropy of (X,Y)
(or P) is defined by

H(X,Y)=H(P):=-> > pilogpi, (3)
i=1 j=1

where P is a probability matrix with marginals p and q distributed on X,
we call P as a coupling of p and q.
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Introduction and methodology

Mutual information

Another important concept on (X,Y) is the mutual information, which is
a measure of the amount of information that one random variable
contains about the other.

Definition 4 (Mutual information)

Let (X,Y) be a two-dimensional discrete random vector in X x X with a
joint distribution P = {p;; : i € X, j € X}, the mutual information of
(X,Y) (or P) is defined by

S Dij
Zpij log —*-, (4)

where P is a probability matrix with marginals p and q distributed on X,
we call P as a coupling of p and q.

By definition, one has

I(X,Y)=H(X)+H(Y) - H(X,Y).
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Introduction and methodology
Permutation

Denote by P,, the set of all discrete probability distributions on X’. For
each p € P, let F}, be the cumulative distribution function defined by

Fo ::Zpk,lgign. (6)
k=1

Recall that a permutation o is a bijective map from X into itself. For any
given distribution p = (p1,p2, +* ,pn) € Py, define
oP = (Po(1),Po(2)s" " +Po(n))- By the definition of entropy, one has

H(p) = H(op), (7)

holds for any permutation o. Based on this fact, we identify all op’ s
with p as one distribution on X" .
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Introduction and methodology
Equivalence relation "~"

@ To this end, we define an equivalence relation "~" in P,,: for any
p, P’ € Pn, p ~ p’ if and only if for some permutation o, p’ = op.

@ Denote by P, the subset of all p € P,, such that
p1 > p2 > -+ > pn. Obviously, P, is an isomorphism of the
quotient space P,,/ ~, we should identify P,, with P,,/ ~ in case of
necessity. For each p € P,,, we call it an isoentropy distribution
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Introduction and methodology
Isoentropy distributions

Definition 5

Given isoentropy distributions p,q € P,,. Suppose X is a random
variable in X’ and (X,Y) is a two-dimensional random vector in X’ x X
with joint distribution matrix P.
© Random variable X is distributed according to isoentropy
distribution p, if for some permutation o, X is distributed according
to op.
@ Random vector (X,Y) (or its joint distribution P) is called having
marginals p and q, if for some permutations pair o,0’, P has
marginals op and o'q.
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Introduction and methodology
A coupling of p,q

Denote by P,, the subset of all P € P, such that p1 > ps > -+ > pn.
For any p,q € P, denote by C(p, q) the set of all joint distributions
with marginals p,q. For any p,q € P,,, denote by C.(p,q) the set of all
joint distribution matrix P with marginals p,q. For any P € C.(p,q),

with a little abuse of terminology, we call P a coupling of p, q.
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Introduction and methodology
Optimization problem

Now we turn to the following optimization problem: to find a
P € C.(p,q), such that

H(P)= inf H(P). 8
(P) =, inf HE) (8)
For any p,q € P,, C P,, let p A q be the distribution with cumulative
distribution function Fpongq = Fp A Fy. F. Cicalese etc. obtained the
following relation in[5]

HpAa) < H(P)= inf HP)<HPAq)+1  (9)

In fact, to get the upper estimate, [5] constructed a P € C.(p,q) from
p A q such that H(P) < H(p A q) + 1, but no special structure of that
P is worthy of attention.
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Introduction and methodology
Optimization problem

Now, for any p,q € P,, C(p,q) is an isomorphism of the quotient space
Ce(P,q)/ ~, where p,q € P,,, P ~ P, @ ~ q. On account of the fact
that

inf H(P)= inf H(P).
PeC(p,q) PeC.(p,q)

the optimization problem (8) is equivalent to the following original one

P:H(P)= inf H(P). 1
(P) pait (P) (10)
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Result
Order-preserving coupling

Definition 6 (order-preserving distribution)

For any p,q € P,, a coupling P € C.(p, q) is called order-preserving, if
P is upper triangular, i.e., forany 1 < j <i < n,p; ; = 0. In other
words, if (X,Y) is distributed according to P, then

PX<Y)=1. (11)

Denote by O(p,q) the set of all order-preserving couplings of p,q € P,.
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Result
Order-preserving coupling

Proposition 7

For any n > 2, and for any p,q € P, O(p,q) # 0
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Result
The main result

Now, we state our main result as the following.

The Main Theorem:

Supposen > 2 and p,q € P,. If P € C.(p,q) is a solution of the
optimization problem 8, then Pis order-preserving. In other words, for
any p,q € P, suppose p ~ P, q ~ q and p,q € P,,, if P € C.(p,q) is
a solution of the optimization problem (10), then there exists

P e O(p,q) such that P ~ P.

By the theorem aboved, the optimization problem (8) can be simplified
as the following
P:H(P)= inf H(P). 12
(P) peitl o (P) (12)
With this simplification, firstly, the corresponding computational
complexity is well reduced; secondly, the order-preserving structure may
possibly help us to construct the concrete form of P.
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Proof
Local optimization lemmas

Lemma 8

For any second order positive square matrix A = (a; j)2x2. Suppose that
a1, Vazsa > a2 Vasgn, let b = a2 Nag;. Let A" = (a;’j)gxg such that
ai; =ap;i+bi=12a;;=a;;—bi#j. Then H(A) > H(A').
Furthermore, if b > 0, then H(A) > H(A').
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Proof
Local optimization lemmas

For any second order positive square matrix A = (a; j)2x2. Suppose that
a1,1 +a12 > az1 +agpe, a1 +az1 > a2 +age and

a1 +ai2>a11+az1. Letb=ai o Aag, define A" as in Lemma 8,
then H(A) > H(A").
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Proof of the main thoerem |

Vn>2, P= (pi,j)nxnx Z;;l Di,j = Pis Z?zl Pij = 4j, Using Lemma8
to optimize P. Let A be any second-order square matrix,

A= ( ail @iz ) _ ( Pivji Piijo ) (13)
agy  a22 Pizji Pizjo
If A can be optimized to A’, by Lemma 8, H(A) > H(A’). Then
H(P)— H(P')=H(A)— H(A") > 0. And proof by mathmatical
induction column and column order can always be locally optimized and
swapped. So that P eventually becomes the upper triangular matrix.

When n = 2,
P= < P11 P12 ) ) (14)
P21 D22

Let's assume py1 is the matrixmum and p; > qq, then
D11V P2z > P21 V pig, let b= pay A p12, Without loss of generality,
assume p21 < pi2,

p—( Pn tp21 pi2—p2a1 \ _( Q@@ P1—Q1
0 P22 + P21 0 P2 ’
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Proof of the main thoerem Il

Assume n =k (k > 2), the conclusion is tenable. When n =k + 1,

P = (pi; . Let p;, i, = max ;. Assume
(pzj)(k+l)><(k+1) Pig,j0 1§i§k+1,1§j§k+1p”

Pi, = qj,, exchange the 1st and igth row of matrix P, then swap the 1st
and joth column of matrix P, such that p;; maximized , and

kA1 k+1
D1 Pl 2 Doy Pit

A= ( p1_1 plz ) A= ( P11 Brpjl P1i *”pj1 ) (16)
Pi1 Pij Dij

Repeate the exchange steps, we can obtain a new matrix
P:pj1=0,7>2, thatis

P11 P12 -+ Pin
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Proof of the main thoerem Il

Denote by Cj, the sum of k? elements of Py, letP;, = CikPk, then P is a
k x k probability matrix.

k41 k+1
Yy
=2 j=2
k+1k+1
:——ZZp” (Inp;; —InCy)
i=2 j=2 (18)
1 k41 k+1
S VILIRES 3 NS
k =2 j=2

:aH(Pk) + InCy

When P, is optimized by Lemma8, P, is optimized accordingly. To makess,
Py, an upper triangle. The order of the column vector also acts on the § -
first row of P. The triangulation of P is realized by induction hypothesis’;ﬁ'{ s
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